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Abstract The nature of the anion–π interaction has been
investigated by carrying out ab initio calculations of the com-
plexes of coinage metal anions (Au−, Ag−, and Cu−) with
different kinds of π-systems. The binding energies indicate
that gold anion has the highest and copper anion has the
lowest affinity for interactions with π-systems. Different as-
pects of the anion–π interaction in these systems have been
investigated, including charge-transfer effects (using the
Merz–Kollman method), “atoms-in-molecules” (AIM) topo-
logical parameters, and interaction energies (using energy
decomposition analysis, EDA). Our results indicated that,
for most M−···π interactions, the electrostatic term provides
the dominant contribution, whereas polarization, charge trans-
fer, and dispersion effects contribute less than 25 % of the
interaction. We believe that the present results should lead to a
greater understanding of the basis for anion–π interactions of
coinage metal anions.

Keywords Gold anion . Charge transfer . Noncovalent
interaction . EDA

Introduction

Supramolecular chemistry has expanded rapidly in recent
years in terms of its potential applications as well as its
relevance to analogous biological systems [1]. A solid under-
standing of intermolecular interactions as well as the quanti-
fication of such interactions are both important in both the
rational design of new supramolecular systems, including

intelligent materials, and the development of new biologically
active agents [2].

Noncovalent interactions such as hydrogen bonding,
anion–π, cation–π, and π–π interactions as well as other weak
forces govern the organization of multicomponent supramo-
lecular assemblies [3–8]. Noncovalent interactions involving
aromatic rings are important binding forces in both chemical
and biological systems, and they have been recently reviewed
[9].

A great deal of experimental [10–14] and theoretical [15,
16] work has shown that anion–π interactions play a prominent
role in several areas of chemistry, such as molecular recogni-
tion [17] and transmembrane anion transport [18, 19]. Ener-
getically, compared to the cation–π interaction, the anion–π
interaction is less favorable [20–23]. Such interactions involve
the binding of anions such as fluoride, chloride, bromide,
nitrate, or carbonate with the π-system of benzene and other
electron-deficient aromatic systems, most notably complexes
of trifluorobenzene [21, 22, 24, 25], hexafluorobenzene [22,
24–27], and trifluoro-s -triazine [24]. The anion–π interaction
is dominated by electrostatic and anion-induced polarization
terms [24–27]. The strength of the electrostatic component
depends upon the value of Qzz, and the anion–induced polar-
ization term correlates with the molecular polarizability (α jj) of
the aromatic compound [28, 29].

The incompletely filled (n−1)d subshells of transition
metals lead to interactions that hold much fascination for
theoretical and experimental chemists. Among transition
metals, coinage metals (Cu, Ag, and Au) have shown rather
unusual reactivities, and have thus drawn considerable atten-
tion. These metals and their interactions play an important role
in several high-technology fields, such as nanoelectronics and
nanomaterials [30–37]. Transition metal complexes with aro-
matic compounds have been widely investigated [38–43], and
the interactions of cationic [44–49] and neutral [50, 51] coin-
age metals with benzene have been studied theoretically. On
the other hand, when these metal atoms gain an extra electron,
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they have a stable closed-shell electronic configuration. These
anionic systems with their extra electron localized on the
metal atom form stable complexes with aromatic π–systems.
Such ions may function as electron donors and thereby mod-
ulate the properties of the π-system (Fig. 1). However, the
influence of the negative metal atomic charge on bond forma-
tion has not yet been assessed. The objective of the research
described in the present paper was to establish how the neg-
ative charge on the metal influences the binding of the metal
atom to an aromatic ring via a π–anion interaction. The nature
of the M−···π interaction was explored using quantum chem-
ical methods that are widely used to analyze the chemical
bonds in TM compounds: the quantum theory of atoms-in-
molecules (QTAIM) and energy decomposition analysis
(EDA).

Computational methods

The geometries of all of the complexes included in this study
(M−···π complexes, where M = Cu−, Ag−, or Au−) were fully
optimized at theMP2 level using the ORCA 2.9 program [52].
The pseudopotential-based augmented correlation-consistent
basis sets aug-cc-pVDZ-PP, based [53–55] on the small-core
relativistic PPs of Figgen et al. [56], were employed for the
coinage metals. The 6-311++G** basis set was used for the
atoms in the aromatic ligand. The harmonic vibrational fre-
quencies and the corresponding zero-point vibrational ener-
gies (ZPVE) were calculated in all of the optimized geome-
tries, and real frequencies were obtained in all cases. The
binding energy ΔEb of the anion–π complex was defined in
the standard way as the absolute value of the energy difference
ΔEb = EM

−
…π − (EM

− + Eπ-system), and ZPVE-corrected
values of binding energy are reported throughout this work.
All of the binding energies were also corrected for the basis set
superposition error (BSSE) using the Boys–Bernardi counter-
poise technique [57, 58].

To reveal the nature of the anion–π interactions, analyses
based on QTAIM and EDA were carried out on the MP2-
optimized structures. The Merz–Kollman charges were also
included to account for the effect of charge transfer [59, 60].
EDA was performed using the software package ADF

(2010.01), [61–63] which is based on the EDA method of
Morokuma [64, 65] and the etS partitioning scheme of Ziegler
and Rauk [66–68]. Bonding analysis was carried out at the
BP86-D/TZ2P level of theory, while scalar relativistic effects
were incorporated using the zero-order regular approximation
(ZORA) [69–71]. In addition, the electron density, ρ(r), and its
Laplacian, ∇2ρ(r), at cage critical points (CCPs) were com-
puted based on Bader’s QTAIM [72, 73] using the AIM2000
program [74].

Results and discussion

Energetic and geometric details

Table 1 reports the geometric parameters and binding energies
for anion–π complexes consisting of coinage metal anions
(Au−, Ag−, and Cu−) with C6H6, C6H3(CN)3, C6(CN)6,
C6H3F3, and C6F6 ligands. It worth mentioning that the
anion–π interactions of some of these ligands have already
been studied by other research groups [21–24, 26, 27]. The
geometries of the optimized complexes are depicted in Fig. 2.
We also included the Merz–Kollman anion charges in order to
account for the effects of charge transfer.

Some interesting features can be observed upon inspecting
how the interaction energies and equilibrium distances
depend on the aromatic system and coinage metal anion
included in the complex. A comparison of the binding ener-
gies and equilibrium distances of the investigated complexes
(M−···π; π = C6H6, C6H3(CN)3, C6(CN)6,C6H3F3, or C6F6)
demonstrates that, for the same ligand, the equilibrium dis-
tances, Re, of Au

−···π complexes are shorter than those for
Ag− and Cu−, respectively, (RAu−⋯π

e < RAg−⋯π
e < RCu−⋯π

e ),
and the absolute value of ΔEb increases from Cu− to Au−

(ΔECu−⋯π
b < ΔEAg−⋯π

b < ΔEAu−⋯π
b ).

A variety of analyses have shown that this interaction is
dominated by two components: (i) an electrostatic attraction
between the negative charge of the anion and the electric field
of the arene, and (ii) anion-induced polarization of the arene.
Evidence for the lack of any appreciable covalency—in other
words, of any appreciable charge transfer from the anion to the
arene—has been furnished by analyzing charge distributions,
by performing AIM analysis [72, 73] and NBO analysis [75],
and by visualizing electron density isosurfaces. The applica-
tion of the latter method is further developed in detail below.

It was previously demonstrated that the anion–π interaction
strongly depends on the quadrupole moment, Qzz, and the
polarizability, α ||, of the aromatic compound. In addition, the
contribution of the dispersion to the total interaction energy in
anion–π interactions is modest. Consequently, in molecules
with a very positive Qzz, the interaction is basically electro-
static, although the polarization is non-negligible. In mole-
cules with a modest Qzz and considerable molecularFig. 1 Schematic of the anion–π complexes considered in this study
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polarizability, the interaction is dominated by induction ef-
fects. As shown in Table 1, the interaction energies are nega-
tive for all complexes (except for C6H6···Ag

− and C6H6···Cu
−)

because of the ion-pair nature of the interaction. The positive
value of Qzz for benzene makes the electrostatic contribution
to the total interaction energy unfavorable for M−···C6H6

complexes, and previous studies demonstrated that this effect
is almost completely compensated for by the ion-induced
polarization term [20–23].

The interaction energies obtained for all complexes of
trifluorobenzene (C6H3F3) and hexafluorobenzene (C6F6) are
negative, indicating negligible quadrupole moments of these
compounds (Qzz=0.6, and 9.5 B, respectively) allow them to
interact favorably with coinage metal anions, in agreement
with previous results [24–27, 76]. As expected, C6H3(CN)3
and C6(CN)6 complexes are more favorable than the rest
because both of these aromatic molecules present highly pos-
itive quadrupole moments (Qzz=13.5 and 7.4 B, respectively)
and in each case the ring presents high polarizability
(αC6(CN)6=214.9 and αC6H3(CN)3=145.4 au). The complexa-
tion behaviors of these ligands are easily explained by noting
the strong electron-withdrawing effect of the nitrile group. This
effect of the nitrile group is comparable to fluorine favoring
anion–π interactions. A counterintuitive finding is discovered
by comparing the anion–π interaction energies of complexes
with C6H3(CN)3 and C6(CN)6 ligands with those of C6H3F3
and C6F6 (see Table 1 for more details).

The π-basicity/acidity of aromatic rings can be modulated
using substituents. The π-electron-rich benzene can be made
electron-poor by replacing hydrogen atoms on the ring with
electron-withdrawing groups (EWG). Therefore, the interac-
tion energies of the investigated anion–π complexes exhibit a
clear trend that correlates with the π-acidity of the ring. For
instance, for complexes of gold anion, the binding energy
varies from −22.2 kcal mol-1 in strongly π-acidic rings to

Fig. 2 MP2/6-311++G**∪aug-cc-pVDZ-PP-optimized structures of the anion–π complexes investigated in this study

Table 1 Equilibrium distances (Re, Å), binding energies (ΔEb in kcal
mol-1), Merz–Kollman (qMK) charges, and ΔqMK values for the investi-
gated M−···π complexes, calculated at the MP2/6-311++G**∪aug-cc-
pVDZ-PP level of theory

Complex Re ΔEb qMK ΔqMK

C6H6···Au
− 4.076 −0.3 −0.887 −0.113

C6H6···Ag
− 4.826 0.4 −0.841 −0.159

C6H6···Cu
− 5.111 0.6 −0.924 −0.076

C6H3F3···Au
− 3.679 −4.9 −0.894 −0.106

C6H3F3···Ag
− 3.976 −3.5 −0.867 −0.133

C6H3F3···Cu
− 4.000 −0.2 −0.940 −0.060

C6F6···Au
− 2.956 −8.0 −0.851 −0.149

C6F6···Ag
− 3.056 −5.4 −0.840 −0.160

C6F6···Cu
− 3.136 −4.8 −0.901 −0.099

C6H3(CN)3···Au
− 3.437 −22.2 −0.832 −0.168

C6H3(CN)3···Ag
− 3.630 −17.9 −0.815 −0.185

C6H3(CN)3···Cu
− 3.647 −16.9 −0.883 −0.117

C6(CN)6···Au
− 2.805 −25.1 −0.776 −0.224

C6(CN)6···Ag
− 2.901 −18.8 −0.809 −0.191

C6(CN)6···Cu
− 2.942 −17.2 −0.891 −0.109
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around −0.3 kcal mol-1 in weakly π-acidic rings. These results
suggest a qualitative relationship between the binding energy
of the complex and the π-acidic nature of the ring.

To further examine the relationship between the electro-
static nature of the substituted system and the interaction
energy, electrostatic potential maps were computed. These
colorful plots have proved invaluable in analyses of many
noncovalent interactions. As shown in Fig. 3, the electrostatic
potential surfaces of the aromatic rings were generated by
mapping 6–31G(d,p) electrostatic potentials onto surfaces of
molecular electron density (0.02 electron/Å) and color-
coding, using the program Spartan [77]. In all of the surfaces
shown here, the potential energy values range from +400 kJ
mol-1 to −400 kJ mol-1, with red signifying a value greater
than or equal to the maximum negative potential and blue
signifying a value greater than or equal to the maximum
positive potential. As shown in Fig. 3, the ESP above the
center of the ring changes from negative in benzene to positive
in substituted benzene. The positive potential values for
C6H3(CN)3 and C6(CN)6 are qualitatively more than those
for C6H3F3 and C6F6, which clearly confirms the trend in
binding energies (see Table 1 for more details).

Generally, the effects of a substituent on an aryl ring are
transmitted via numerous potential mechanisms, which are

often conceptually divided into π-resonance, inductive
(through-σ-bond), and field (through-space) effects, with the
relative contributions of these varying with the substituent.
ESP maps of substituted benzenes should similarly reflect
both π-resonance and inductive/field effects [78, 79]. The
effects of substituents on aromatic rings have been studied
extensively since the pioneering work of Hammett [80, 81].
Hammett constants obtained when placing the substituent
meta to the carboxylic acid functional group are termed σm,
and are generally recognized as describing the movement of
electrons via the σ-framework (inductive effects). The Hammett
constant σp, on the other hand, is obtained when the substitution
occurs para to the –CO2H group, and it describes themovement
of electrons via the σ-framework and π-framework (inductive
and resonance effects) [80, 81].

As previously reported, σm rather than σp was employed to
describe the electrostatics in complexes of substituted benzene
[82–88]. Based on these Hammett substituent constants, F and
CN substituents are π-electron-withdrawing groups, with
σm-F=+0.337, σp-F=+0.067, σm-CN=+0.560, and σp-CN=+
0.660, respectively [89]. Therefore, the anion interaction en-
ergies of F-substituted ligands (C6H3F6 and C6F6) are
governed by inductive and electrostatic effects (through-
space), whereas the interaction energies for CN-substituted

Fig. 3 Plots of electrostatic potential for the investigated arenes and corresponding M−···π complexes [electrostatic potential energies range from −400
(red) to +400 (blue) kJ mol-1]. ESPs are mapped onto electron density isosurfaces (0.02 e /au3) for the substituted arenes
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ligands (C6H3(CN)3 and C6(CN)6) are governed by π-
resonance effects. Previously, Wheeler and Houk demonstrat-
ed [90] that substituent effects on the ESP at a point approx-
imately 2.4 Å above the center of a substituted benzene arise
primarily from direct through-space effects of the substituents,
with π-resonance effects playing a relatively minor role.
However, as seen from Table 1, the equilibrium distances,
Re, for the investigated M

−···π complexes are longer than this
distance of 2.4 Å from the center of the substituted benzene.
Therefore, direct through-space effects play the dominant role
in the interaction energies of these complexes, rather than π-
resonance effects. The contributions of these components to
the interaction energies of the M−···π complexes for each
metal will be discussed in detail in the “Bonding energy
analysis” section.

In Table 1 we have also gathered the Merz–Kollman (MK,
which has been shown to provide high-quality data) charges,
in order to investigate if charge transfer influences the behav-
ior of the complexes. It is important to note that there have
been several debates on the role of charge transfer [91–93].
Stone and co-workers found that the magnitude of charge
transfer in the anion–π interaction is very small, and in some
cases negligible [94–96]. The charge transfer computed using
the Merz–Kollman method of deriving charges (qMK values)
is greater for Au−···π complexes than for the other complexes
because the equilibrium distances are shorter for these com-
plexes. The difference between the charge of each coinage
metal anion before and after complexation (ΔqMK) is given in
Table 1. In general, the computed charge transfers for all
complexes range from 0.06 to 0.22 e . In addition, the charge
transfer values show the same trend as the interaction ener-
gies. It is worth mentioning that the maximum ΔqMK

values were observed for the Au−···C6(CN)6 (ΔqMK=
−0.224), Ag−···C6(CN)6 (ΔqMK=−0.191), and Cu−···C6(CN)3
(ΔqMK=−0.117) complexes. Generally, the higher the value
of ΔqMK, the more covalent the interaction. Therefore, these
complexes have more covalent character than the others. This
prediction was confirmed by qualitatively comparing the
ESPs shown in Fig. 3. Moreover, based on the results of
NBO analysis, all of the M− species (Au−, Ag−, and Cu−)
have a d10s1 electronic configuration in the free form and in
their M−···π complexes.

Atoms in molecules analysis

Moreover, a common feature of all compounds upon com-
plexation of the ion is the formation of a cage critical point,
located along the line connecting the ion with the center of the
ring [72, 73]. Topological analysis of the charge density, ρ (r ),
and the distribution and properties of the critical points (CPs)
was performed to investigate the M−···π complexes using
Bader’s theory of atoms in molecules (which provides an
unambiguous definition of chemical bonding) and the MP2/

6-311++G**∪aug-cc-pVDZ-PP wavefunction. Values of the
charge density and its Laplacian computed at the cage critical
points for these complexes are presented in Table 2, and the
CP distributions for Au−···π complexes are shown in Fig. 4.
The CCPs (cage critical points) present small values for the
electron density, ρ (r ), of 0.001–0.010, and small and pos-
itive values for the Laplacian, ∇2ρ (r ), of 0.002–0.027,
which corresponds to a closed-shell interaction similar to
those found for other weak interactions, such as hydrogen
bonds [91].

As shown in Table 2, a positive ∇2ρ (r ) at the CP reveals a
local excess of kinetic energy and indicates depletion of
electronic charge along the bond path. This is the case in a
closed-shell electrostatic interaction. Furthermore, the elec-
tronic energy density H(r) at CP is defined as H(r) = G(r) +
V (r ), where G (r ) and V (r ) correspond to the kinetic and
potential energy densities, respectively [92]. The sign of H(r)
will depend on which contribution, potential or kinetic, will
locally prevail at the CP. Results of calculations reveal that the
values of H(r) for the M−···π complexes investigated in this
study are almost positive and near to zero (within ±0.001) for
these CCPs, and these interactions can be classified as electro-
static interactions.

On the other hand, it has been demonstrated that the elec-
tron charge density at the cage critical point in cation/anion–π
interactions can be used as a measure of the strength of the
interaction. Values of electron density ρ(r) given in Table 2
indicate that, for the same bond (in different complexes), the
order of electron density correlates with that for the interaction
energy: as expected, a strong interaction is usually associated
with a high electron density at the CCP. The variation in the
electron charge density (Δρ (r )) upon going from the benzene
to the hexasubstituted complex is a good measure of the
strengthening or weakening of the M−···π interaction. Positive
values of (Δρ(r)) indicate a strengthening of the M−···π inter-
action, which is in agreement with the energetic and geometric
results (see given results in Table 2 for more details).

Bonding energy analysis

The M-···π interactions were also studied by means of energy
decomposition analysis (EDA) [62–71]. In this method, the
interaction energy between two fragments, ΔE int, is split up
into three or four physical meaningful components:

ΔEint ¼ ΔEpauli þΔEelstat þΔEorb þΔEdisp:

The term ΔEelstat corresponds to the classical electrostatic
interaction between the unperturbed charge distributions of
the prepared (i.e., deformed) bases, and is usually attractive.
The Pauli repulsion, ΔEpauli, comprises the destabilizing in-
teractions between occupied orbitals, and is responsible for

J Mol Model (2013) 19:4763–4772 4767



the steric repulsion. The orbital interaction,ΔEorb, in any MO
model, and also in Kohn–Sham theory, accounts for charge
transfer (i.e., donor–acceptor interactions between occupied
orbitals on one moiety with unoccupied orbitals of the other,

including the HOMO–LUMO interactions) and polarization
(empty/occupied orbital mixing on one fragment due to the
presence of another fragment). ΔEdisp was calculated when
the dispersion-corrected density functional was used; this term

Fig. 4 Distributions of critical points in Au−···π complexes

Table 2 Topological properties (in au) and total interaction energy contributions (in kcal mol-1) for investigated M−···π complexes

Complex ρ(r) ∇2ρ(r) Energy decomposition analysis

ΔEpauli ΔEelec ΔEorb ΔEdisp ΔE int

C6H6···Au
− 0.003 0.010 5.8 0.3 (4.4 %) −2.8 (41.2 %) −3.7 (54.4 %) −0.5

C6H6···Ag
− 0.001 0.003 2.6 1.1 (27.5 %) −1.5 (37.5 %) −1.4 (35.0 %) 0.8

C6H6···Cu
− 0.001 0.002 1.3 1.9 (43.2 %) −1.7 (38.6 %) −0.8 (18.2 %) 0.7

C6H3F3···Au
− 0.005 0.019 15.3 −12.4 (55.9 %) −4.5 (20.3 %) −5.3 (23.9 %) −6.9

C6H3F3···Ag
− 0.003 0.009 11.0 −9.5 (57.6 %) −3.4 (20.6 %) −3.6 (21.8 %) −5.5

C6H3F3···Cu
− 0.003 0.008 13.7 −11.8 (63.1 %) −2.9 (15.5 %) −4.0 (21.4 %) −5.0

C6F6···Au
− 0.007 0.026 52.9 −48.3 (61.4 %) −19.1 (24.3 %) −11.3 (14.3 %) −25.8

C6F6···Ag
− 0.007 0.022 47.5 −44.3 (69.9 %) −12.4 (19.5 %) −6.8 (10.6 %) −16.0

C6F6···Cu
− 0.007 0.023 50.8 −47.4 (72.1 %) −12.7 (19.3 %) −5.6 (8.5 %) −14.9

C6H3(CN)3···Au
− 0.007 0.031 29.1 −32.9 (64.8 %) −11.2 (22.0 %) −6.7 (13.2 %) −21.8

C6H3(CN)3···Ag
− 0.005 0.017 27.3 −30.1 (64.6 %) −11.1 (23.8 %) −5.4 (11.6 %) −19.3

C6H3(CN)3···Cu
− 0.005 0.015 18.1 −29.7 (63.5 %) −11.4 (24.2 %) −5.7 (12.2 %) −16.6

C6(CN)6···Au
− 0.010 0.027 32.3 −38.3 (55.4 %) −16.1 (23.2 %) −14.8 (21.4 %) −36.9

C6(CN)6···Ag
− 0.008 0.024 63.5 −69.7 (72.8 %) −17.5 (18.3 %) −8.5 (8.9 %) −32.2

C6(CN)6···Cu
− 0.009 0.025 34.0 −14.1 (22.0 %) −43.5 (67.4 %) −6.8 (10.5 %) −30.4
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is basically the difference between the total energy based on
dispersion corrected-DFT (DFT-D) and non-dispersion DFT
methods. Therefore, upon shifting from DFT to DFT-D
methods, the values of ΔEpauli, ΔE elstar, and ΔEorb remain
unchanged, and the dispersion correction appears as an extra
term. In Table 2, we summarize the contributions of these
terms for M−···π interactions in different complexes.

There have been several attempts in the past to explain the
origin of these anion–π interactions purely on an electrostatic
basis [27, 94–96]. In contrast to the cation–π interaction,
where the electrostatic and induction forces dominate the
interaction, dispersion forces play an important role in the
anion–π interaction. This fact was recently confirmed by the
results of theoretical investigations reported byKim et al. [97].
The electrostatic interaction predominantly arises from the
interaction of the quadrupole moment of a π-system with an
anion. Quinonero and co-workers tried to obtain a physical
picture of the origin of anion–π interactions by analyzing the
electrostatic interaction of the negative charge of the anion
along with the quadrupole moment of the electron-depleted π-
system and the polarizing effect of the π-cloud [26, 98].
Though such an electrostatic representation provides a quali-
tative description, it cannot yield quantitative estimates. How-
ever, energy decomposition calculations for M−···π com-
plexes indicate that the electrostatic term makes a higher
contribution than the induction and dispersion terms. For the
same ligand, the contribution of the electrostatic interaction
for gold anion is more than this contribution for copper and
silver anions, ΔEAu−…π

elstat > ΔECu−…π
elstat > ΔEAg−…π

elstat : This can

be explained by noting that gold has the highest electron
affinity and the shortest atomic radius, which is related to the
high relativistic effects of this element as compared to Ag and
Cu. Therefore, gold atoms form the most stable species with
an excess electron and have a high tendency to interact with
the π-system.

On the other hand, the induction energy can be said to
result from the interaction between the highest occupied mo-
lecular orbital (HOMO) and the lowest unoccupied molecular
orbital (LUMO). In these anion–π complexes, the induction
energy emerges from an interaction of the occupied orbital of
the coinage metal anion with the LUMO of the π-system. This
inductive type of interaction is governed by not only the
orbitals involved but also the size of the anion, because a
smaller anion, which experiences less exchange repulsion, is
able to approach the π-systemmuchmore closely than a larger
anion, which in turn reinforces the orbital overlap, leading to
increased induction energy. The polarization energy is very
sensitive to the distance at short equilibrium distances, i.e., for
complexes of gold anions, ΔEorb is more than ΔEorb for the
other complexes. However, when the equilibrium distance is
larger, the electrostatic term becomes more important: for
Cu−···π, which corresponds to the largest equilibrium dis-
tances, ΔEelstat provides the main contribution to the interac-
tion energy. For the dispersion interaction, we can see a similar
increasing trend upon going from Cu to Au for the different
ligands, ΔEAu−…π

disp > ΔEAg−…π
disp > ΔECu−…π

disp . For the same
metal, these values increase with the number of electron-
withdrawing groups.

Fig. 5 Changes in interaction energy relative to the corresponding benzene complex for the investigated M−···π complexes with substituted arenes.
Calculations were performed at the EDA/BP86-D/TZ2P level of theory
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For benzene complexes with coinage metal anions, where
the electrons are accumulated in the π-cloud, the interaction is
electrostatically repulsive (due to the positive value of the
corresponding complex). Previous studies have demonstrated
that the unfavorable electrostatic contribution to the total
interaction energy of anion–π complexes of benzene is
completely compensated for by the ion-induced polarization
term [20, 99, 100]. For the interaction of gold anion with
benzene, the parameters ΔEdisp and ΔEorb play important
roles in the stabilization of the complex. Generally, as shown
in Table 2, the absolute values ofΔEelstat,ΔEorb,ΔEdisp, and
ΔEpauli for the gold complexes are much larger than those of
their copper and silver homologs.

The components of the interaction energies of M−···π com-
plexes relative to those for the corresponding M−···benzene
complexes for each coinage metal anion are given in Fig. 5.
Changes in the electrostatic, dispersion, and orbital contribu-
tions to the interaction energy can be observed. As shown in
Fig. 5, electrostatic interactions dominate the overall interac-
tion, with the M−···C6F6 complex showing the strongest elec-
trostatic interactions and M−···C6H3F3 complexes exhibiting
the weakest. The contribution of the electrostatic energy to the
total interaction energies of the investigated anion–π com-
plexes increases as the number of electron-withdrawing groups
increases. Although both ΔEelstat and ΔEorb increase as the
number of F atoms increases, the F atoms contribute more to
ΔEelstat than toΔEorb. The electrostatic character of Au bind-
ing becomes more prominent as the number of F atoms in-
creases. As shown in Fig. 5, the anion–π interactions of
C6(CN)6 and C6F6 systems are more electrostatic or ionic in
nature because the contribution of the electrostatic term to the
attractive term is larger than that of the orbital term. It is worth
mentioning that the C6(CN)6···Cu

− complex has more covalent
character than the other anion–π complexes because theΔEorb

term is greater than the electrostatic term in those other com-
plexes. This trend is in accord with the ΔqMK charge-transfer
parameter, as discussed in the previous section.

Conclusions

In the theoretical study described in the present paper, we
investigated the interactions of coinagemetal anions with some
representative π-systems at the MP2/6-311++G**∪aug-cc-
pVDZ-PP level of theory. Detailed energy decomposition of
the M−···π interaction was carried out to enable the magnitudes
of the individual components of the interaction energy for this
kind of anion–π interaction to be compared. The largest con-
tribution to the total interaction energy in theM−···π complexes
was found to come from the electrostatic energy, and the
magnitude of this contribution decreases in the following order
for complexes with the same ligand but different metal anions:
ΔEAu−…π

elstat > ΔECu−…π
elstat > ΔEAg−…π

elstat . The contributions of

ΔEelstat andΔEorb to the total interaction energy did not show
similar trends when the ligand was varied rather than the metal
anion: the contributions of the electrostatic and polarization
terms were observed to increase and decrease, respectively,
upon adding an electron-withdrawing group. However, for the
dispersion interaction, we noted similar increasing trends
for different ligands upon going from Cu to Au: ΔECu−…π

disp >

ΔEAu−…π
disp > ΔEAg−…π

disp . The charge density at the cage crit-
ical point generated upon the complexation of a coinage
metal anion is a useful parameter for measuring the strength
of the interaction. The variation in the electron charge
density (Δρ (r )) upon changing ligands from benzene to
hexasubstituted arenes is a good indicator of how the M−···π
interaction strengthens or weakens. We believe that the results
presented in this study could aid in the intelligent design and
generation of molecular systems for the detection of metal
anions.
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